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Find the metrics Voicemail exposes and the alerts defined for Voicemail.

Metrics
Service anncoI:aDt?Jns" Port Endpoint/Selector update
) interval

Supports both
Voicemail CRD and 8081 http://:8081/metrics 30 seconds
annotations

See details about:

¢ Voicemail metrics

¢ Voicemail alerts

Metrics

You can query Prometheus directly to see all the metrics that the Voice Voicemail Service exposes.
The following metrics are likely to be particularly useful. Genesys does not commit to maintain other
currently available Voicemail Service metrics not documented on this page.

Metric and description Metric details Indicator of
. . Unit:
voicemail_access_call_rate
Type: gauge ;
The voicemail access call rate. Label: Traffic

Sample value:

. . . Unit:
voicemail_deposit_call_rate
Type: gauge ;
The voicemail deposit call rate. Label: Traffic

Sample value:

voicemail_gws_request_total Unit: N/A

The total number of requests sent to I)a(ﬁ::llcounter Traffic
S, Sample value:
voicemail_redis_request_total Unit: N/A

The total number of requests sent to I);gz:l.counter Traffic

Redis. Sample value:

voicemail_config_request_total Unit: N/A
Traffic

The total number of requests sent to the Type: counter
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Metric and description Metric details Indicator of

) Label:
COUliE T3, Sample value:
Unit: N/A
v0|cema|I_conﬁg_request_fa|Ied_.’:ﬁ)1£§;;|Counter
The total number of requests sent to the If:?:rlﬁlﬁsgzrm sogr?;g?roixsaer?sli%e Errors
config node that failed. Unavailable
Sample value:
voicemail_redis_request_failed_tbtst: N/A
The total number of Message Waiting Type: counter Errors
Indicator (MWI) notification requests sent Label:
to the Redis stream that failed. Sample value:
. . . Unit: N/A
voicemail_gws_request_failed_total
Type: counter
The total number of authentication errors Label: response code; for example, Errors
when the Voicemail API is accessing via Internal Server Error orService
GWS SSO. Unavailable
Sample value:
voicemail_service_health_check
Status of the service health check:
2 - The service health check is alive P
1 - The service health check is degraded Unit: N/A
0 - Initializing .
-1 - The service health check has failed I};gz.llgauge Aggregated health check
The service health check takes the status Sample value:
of all the dependencies into
consideration. The overall Voicemail
Service health is updated every two
minutes.
voicemail_envoy_proxy_status y,it: N/A
The status offhe Envoy provy: [Ypet gauge Aggregated health check
1 - The Envoy proxy is alive S:me .Ie value:
0 - The Envoy proxy is down p )
voicemail_gws_status Unit: N/A
The status of GWS:
Iyﬁei_gauge Aggregated health check
1- GWS is alive san:'l -
0 - GWS is down CLLUCERCLLLE
voicemail_config_node_status  ynit: N/A
Config node status:
° I‘;’;‘:}_gauge Aggregated health check
1 - the Config node is alive Sam ie value:
0 - The Config node is down P ue:
voicemail_redis_state Unit: Aggregated health check
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Metric and description Metric details Indicator of

Indicator of redis_state:

Type: gauge
2 - redis_state is ready Label:
1 - redis_state is degraded Sample value:

0 - redis_state is failed

Alerts

The following alerts are defined for Voicemail.

Alert Severity Description Based on Threshold
The Storage
account is down The Storage
and, as a result, account is down.

voicemail_storage_fail@dtageount voicemail_storage falled _account

the service will not
be able to fetch

the data.
At least 6 requests
Voicemail Service faileg per mingte
. . . g . {{s$labels.pod}} for the past 1
VoicemailConfigRequeStiadkireCritical unable to connect voicemail_config_requesk, failed_total

to Config Node.

At least 6 requests

Voicemail Service failed per minute

{{slabels.pod}} for. the past 10
VoicemailRedisConneditidadwn unable to connect  voicemail_redis_connegtiqi.d gqure

to the Redis

cluster.

The Voicemail pod
- exceeded 80%
Critical memory

. . » container_memory wé‘ﬁlﬁﬁ'@@e@@ﬁ%@r
voicemail_node_memd@rytioabge_80 gf:g;sf%rogof}{{ kube pod_container_réddieéepequests memory bytes

The Voicemail pod

exceeded 80%
voicemail _node cpu_uSdgeaB0 fcorritic(foll %IEU 02¢ ORI €2 Ve G)étbu@@ggotg[o
= L = $Iat§)els pod }} kube_pod _container_ reyoutes- . requests_cpu_cores

The Voicemail pod
is down for more

The Voicemail pod e hod status_readian 10 minutes.

PodStatusNotReadyfodrdmairs is down.
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Alert Severity

ContainerRestartedRefeticdly

VoicemailEnvoyHealthEaitliedCritical

VoicemailConfigHealttFatledCritical

VoicemailGWSHealthFailigt@titical

Description

The Voicemail pod
restarts
repeatedly.

Voicemail Service
{{$labels.pod}}
Envoy service is
not available.

Voicemail Service
{{$labels.pod}}
GWS service is not
available.

Voicemail Service

{{$labels.pod}}
GWS service is not

available.

Threshold

Container {{
$labels.container
}} was restarted 5

kube_pod_container se&tmonest®es total
within 15 minutes.

Based on

Voicemail Service
{{$labels.pod}}
Envoy service is

voicemail_envoy_proxjottayayable for
10 minutes.

Voicemail Service
{{$labels.pod}}
GWS service is not

voicemail_config_nod@\sdadde for 10
minutes.

Voicemail Service
{{$labels.pod}}

voicemail_gws_statusGWS service is not
available for 15
minutes.

Voice Microservices Private Edition Guide



	Voice Microservices Private Edition Guide

